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 Foreword to the English edition

In November 2022, the language model ChatGPT took the world by 
storm. Within a few days, it gained over 100 million users and became 
the fastest-growing app in history. Today, large language models are 
everywhere. In schools, at work, at home, in shops, or when access-
ing public services. The new language models made artifi cial intel-
ligence concrete and part of daily life in an entirely new way, and it 
became a conversation topic for everyone. We have acquired tools 
that can write text, answer exam questions, generate images and 
video, or assist in coding advanced programs simply by means of a 
few sentences in natural language.

When a new technology exerts such great infl uence over how we 
write, learn, work, and seek information in so short a time, it raises 
fundamental questions about who defi nes knowledge, language, and 
truth. It is precisely such questions that this book seeks to help the 
reader pose sharply.

Artifi cial intelligence is far more than large language models, and 
for several decades it has already lain as an invisible backdrop in 
much of the digital services we use, both in the public and private 
sectors, often with great utility value.

The book you hold in your hand was written before ChatGPT. 
Digital power is less about apps and user experiences than about 
control over infrastructure: data centers, cloud services, cables, sat-
ellites, operating systems—and now also AI models. When a few 
actors both provide the storage of our data, the platforms we com-
municate on, and the models that “understand” and process our 
language, they possess a combination of power that is historically 
novel.

In the book, I describe how the world has moved further away 
from the ideal of an open, global network and more toward a frag-
mented and regulated “splinternet,” shaped by geopolitical tensions, 
security policy, and industrial policy. These are developmental trends 
that have intensifi ed in recent years. 
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With Russia’s war of aggression in Ukraine, their internet has 
become even more controlled and delimited. Superpowers like the 
USA and China invest enormous sums in infrastructure, chips, data 
centers, and talent, competing to be fi rst in the race. It concerns mil-
itary applications, but also control over the economy, fi nancial mar-
kets, communication, and knowledge production. Artifi cial intelligence 
is regarded as a key technology on par with nuclear power and oil 
in previous eras.

 Digital Infrastructure
At the same time, the political context surrounding these companies 
has changed. Donald Trump has again been elected president of the 
USA, and at his inauguration, the leaders of the largest technology 
companies were visibly present. This signals that the relationship 
between political and technological power has become even closer. 
Elon Musk was given responsibility for a period to “slim down” the 
public sector in the USA with a chainsaw, before the formal role 
disappeared, but the informal infl uence remains: for instance through 
control over satellite communication in war zones, ownership of 
global platforms. 

When I wrote the book, I toyed with the working title “Musk and 
Power.” Since then, it has only become clearer how much the digital 
infrastructure and a few companies are shaped by individual persons’ 
choices and temperaments. Elon Musk’s Starlink satellites are to pro-
vide broadband to large parts of the world. Since 2020, this project has 
unfolded on a full scale. Thousands of Starlink satellites now orbit the 
Earth, and the number is steadily increasing. and will make Starlink 
one of the dominant actors in satellite-based communication globally.

The question of who ultimately controls the digital infrastruc-
ture—a democratically elected government or a private actor—strikes 
right at the core of the book’s theme of digital sovereignty.

 Free Flow of Information
The emergence of the internet is a story of a shared, collectively owned 
project built on open source, discussion pages, and information 
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sharing. Now it is increasingly subject to disinformation, conspiracy 
theories, and targeted infl uence campaigns. Moderation rules change, 
previous blocks are lifted, and algorithms are adjusted in ways that 
often give the most visibility to the most extreme and sensational 
content. When an AI model is directly connected to this stream, it 
becomes entirely central to ask: What does it amplify? Who controls 
the updates? And how does this affect what users perceive as “prob-
ably true”?

The trends I describe have not disappeared; rather, they have been 
reinforced by the AI boom. The same companies that dominated search, 
advertising, and social media are today central also in the development 
of the largest AI models. This means that the structures the book 
analyzes—surveillance economy, network monopolies, and the skewed 
distribution of power—now grip even deeper into our lives.

The book shows how a particular business model has emerged as 
dominant on the internet: the surveillance economy, where “free” 
services are fi nanced by collecting, analyzing, and using our data to 
target ads, infl uence behavior, and build detailed profi les. We do not 
pay with money at the checkout, but with time, attention, and the 
intimacy of our lives.

Since 2020, this model has both become more visible and more 
challenged. Revelations about massive data collection, manipulative 
interfaces, and leaks of sensitive information have led to increasing 
unease. At the same time, more political environments, activists, and 
researchers have begun demanding a complete ban on surveil-
lance-based marketing. They argue that the way we fi nance digital 
services is not technological fate, but a political and economic choice.

 Regulation
Today, we must place our trust in a few large private technology 
companies in our digital everyday lives—for search services, maps, 
social media, cloud storage, and software programs.

The EU has made major advances in regulating these companies. 
Three new laws have come into place. The Digital Services Act (DSA) 
concerns how platforms handle illegal content, advertising, transpar-
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ency, and users’ rights. It gives authorities better insight into how 
algorithms work, imposes requirements for risk assessments, and 
strengthens the ability to intervene when platforms fail to fulfi ll their 
obligations.

The Digital Markets Act (DMA) targets the largest platforms—the 
so-called “gatekeepers”—and seeks to prevent them from abusing 
their position to shut out competitors or force users into closed eco-
systems. This may, for example, involve requirements for interoper-
ability, prohibitions against favoring own services in search and app 
stores, and restrictions on how data from various services can be 
combined. The AI Act is the world’s fi rst comprehensive regulatory 
framework that classifi es AI systems according to risk, sets require-
ments for documentation and transparency, and prohibits certain 
forms of particularly intrusive use, such as mass surveillance with 
facial recognition in public spaces.

These laws are important, but as the book argues: regulation alone 
does not provide control if ownership, infrastructure, and data man-
agement remain unchanged. 

 Digital Sovereignty
Control means, among other things, being able to opt out of a platform 
without losing all access to services and networks, being able to move 
one’s data between different providers, and having real, public al-
ternatives to critical services. It also means building institutions—
public, cooperative, civil society-based—that can develop and oper-
ate technology on premises other than maximal short-term profi t.

For states, it means being able to decide over one’s own digital 
infrastructure, data, and security without being entirely at the mercy 
of other countries’ companies and authorities. For individuals, it 
means having real control over one’s own data, digital identities, and 
everyday tools. And for communities—municipalities, trade unions, 
organizations—it concerns being able to organize, communicate, and 
collaborate on platforms they actually trust.

In practice, digital sovereignty is a balancing act. No country can 
“build everything itself,” but some choices increase dependency more 
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than others. Placing public services, health data, and democratic 
debate in the hands of a few commercial clouds and platforms may 
be effi cient in the short term, but costly in the long term—both eco-
nomically and democratically. We must view digital infrastructure 
as part of society’s foundation, on par with electricity, roads, and 
water.

 A Nordic Model for Digitalization and Data Sharing
The book argues for a Nordic model for digitalization and data shar-
ing that combines a strong welfare state, high trust, and an active 
public sector with a willingness to treat data as a common good, 
within clear frameworks for privacy and rights.

Norway is largely a customer of others’ solutions—we purchase 
cloud services, platforms, and AI models from American and increas-
ingly Chinese-dominated companies. The question is whether we 
should merely attempt to regulate what happens, or also build our 
own alternatives: shared solutions, commons of data and models, 
and public or cooperative infrastructures that reduce dependency.

I hope the book can be read as a starting point for critical refl ection 
on which actors and values actually govern digitalization and the 
development of artifi cial intelligence. Who wins and who loses? What 
alternatives still exist for us as a society and community to take back 
some of the power and control over the development? These questions 
have increased rather than diminished in importance.

Oslo, December 2025
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Introduction 

As a child I would often draw on large sheets of paper with light blue 
and white lines and perforated edges. They came from the computers 
at the Norwegian Institute of Technology’s Computing Centre in 
Trondheim, where my father worked. I remember the racket and 
whoosh of those huge machines and the way they heated up the 
whole room where they sat. Today, the world’s smallest computer 
could fi t inside a grain of rice.1 Meanwhile, computing capacity has 
grown and grown: in 2019 the Norwegian University of Science and 
Technology (NTNU) acquired a supercomputer with a computing 
capacity equivalent to 34,000 laptops.2

We are in the midst of a digital revolution, and it’s likely that the 
biggest changes still lie ahead of us. With the emergence of faster 
networks (5G), more of the objects around us, such as our cars, fridg-
es and running shoes, will be equipped with computers. A new 
ecosystem has emerged: the internet gathers data, both online and 
in the physical world (sensors, cameras, computers in things connect-
ed to the internet); data is stored in the ‘cloud’, which has nothing to 
do with little fl uffy cotton balls in the sky but, rather, is a system of 
huge, physical data storage centres; big data3 is processed by increas-
ingly advanced artifi cial intelligence systems and forms the basis of 
complex calculations that can reduce waste, lower emissions, increase 
effi ciency and make daily life simpler for us all. Soon the self-driving 
bus will pick you up wherever you are and depart whenever its 
passengers wish. In short: digital technology is altering our lives.

I have spoken with many people while working on this book.4 
Our discussions have focused on regulation of big tech companies, 
the development of smart cities, working conditions in the platform 
economy, ownership and control over data, the use of sensors and 
artifi cial intelligence, as well as new digital identifi cation systems. A 
common thread in our conversations has been how digital develop-
ments are shifting the balance of power in society – and therefore 
altering our freedom.



INTRODUCTION

15

It isn’t just our daily lives this new technology is altering. With 
its surveillance, manipulation and addictiveness – not to mention 
issues surrounding self-determination and free will – it also poses a 
challenge to the boundaries of our personal freedoms. How free and 
independent can our choices be when algorithms control the infor-
mation that we receive or when an app has more information about 
us than we have about ourselves? What becomes of democratic checks 
and ownership of decision-making when big tech companies devel-
op solutions and gather data about us not only in our homes, on 
social media and in the workplace, but also in the cities we live in?

Discussions about this new technology have long been dominat-
ed by tech optimists who like to talk about all the opportunities it 
offers. Techlash is a new term for what occurs when optimism about 
technology begins to go into reverse. These concerns centre around 
concentrations of power, job insecurity, widening economic inequal-
ity, the loss of self-determination, the rise of control and surveillance, 
and the undermining of privacy protections. Many people are likely 
both anxious and optimistic, seeing both risks and opportunities, and 
most of us have questions.

In this new ecosystem it is not just computers that have become 
important, but streams of data too. We give away so much informa-
tion about ourselves: How might it be misused? Who profi ts from it? 
How can it be put to good use? Data streams are power. Data streams 
are major sources of income. And since access to adequate and reli-
able information has always been the foundation of political control, 
data streams are also politics. The proper understanding and appli-
cation of large volumes of data will also be one of the keys to solving 
the challenges we face as a society.

The United States has permitted a handful of technology compa-
nies to grow to dominance with little government interference or 
regulation. Over the last decade, Amazon, Apple, Facebook, Micro-
soft and Google (Alphabet) have congregated at the top of the pile. 
While many other companies hit fi nancial woes during Covid-19, 
these fi ve increased their earnings and, in June 2020, accounted for 
one-fi fth of the S&P 500, a stock market index of fi ve hundred large 
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US companies.5 This was at the same time that Jeff Bezos (Amazon), 
Tim Cook (Apple), Mark Zuckerberg (Facebook) and Sundar Pichai 
(Google) were called in to the US Congress to answer questions on 
whether the companies they lead have amassed too much power.

There are large technology companies in China too, but there a 
handful of companies cooperate with an authoritarian government 
that combines centralised planning with comprehensive digital sur-
veillance and control of its own population. The superpower has 
ambitions to become a world leader in artifi cial intelligence and new 
technology.

The European Union is an important market for technology com-
panies, but here they encounter resistance. In introducing the Gen-
eral Data Protection Regulation (GDPR), the EU’s aim has been to 
take citizens’ privacy seriously. Google, Amazon, Apple and other 
technology companies have been fi ned or put under investigation 
for breaching competition rules. The EU has also drawn up a plan 
for dealing with the ownership of data and guidelines for the use of 
artifi cial intelligence.

The outbreak of Covid-19 in the winter of 2020 and the resultant 
lockdowns sped up the pace of digitalization around the world. 
Mobile phone apps gave people an overview of whether they had 
been in the vicinity of anyone who was infected. At the internation-
al level, big data was used to screen health information and to conduct 
research into vaccines. In Rome there were debates about whether to 
send out drones above the city to check if people were complying 
with the imposed curfew. We also had to put digital tools to use in 
solving the regular tasks of the state. It took only a few days for 
Norwegian teachers to establish online classrooms. Municipalities 
that had yet to offer digital solutions for social security benefi t appli-
cations achieved it within weeks, and municipal councils moved their 
meetings onto Facebook. In the private sphere, the use of digital 
channels shot through the roof too, with wine evenings on Zoom and 
quiz nights on Teams.

In many ways, what happened during Covid-19 also reinforced 
the message of this book: Technology is useful in many areas of life, 
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but its development must be given political direction and governance 
in order to ensure that society tackles crucial issues at the same time 
as power and resources are equitably distributed. It will not be pos-
sible to exploit the technology’s potential without close cooperation 
with the private sector or tech companies, but developments cannot 
occur on their terms.

We need a new roadmap for digitalization and for how our data 
is used. The private sector needs to put forward workable solutions. 
The public sector needs to propose regulations and objectives. But 
ordinary people like us also have a job to do. We need to think more 
like residents of a country, of a city, of a municipality, and less like 
consumers in a marketplace. Far too great a part of the discussion 
has centred around how we as consumers can protect ourselves 
against the misuse of data about us, that our data is stored properly 
stored and our privacy safeguarded. While this discussion is impor-
tant and necessary, it is only a small part of a much bigger picture 
which revolves around managing technological developments to 
meet society’s common needs. It is a task for you and for me, a task 
for politics, and a task for democracy.




